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- We have defined posets (partially ordered sets-sets equipped with a reflexive, antisymmetric, transitive binary relation);
- We have defined lattices as posets whose all nonempty finite subsets possess meet (glb, greatest lower bound) and join (lub, least upper bound);
- We have defined bounded lattices as lattices having the largest and least elements;
- We have defined complete lattices as posets whose all subsets possess glb and lub;
- We have shown that lattices can be equivalently defined as sets equipped with two binary operations $\wedge$ and $\vee$ which are idempotent, commutative, associative, and satisfy the absorption laws;
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## Review of the first lecture

- We have defined distributive lattices and described the Birkhoff characterization asserting that a lattice is distributive iff it does not have any sublattices isomorphic to the pentagon or the diamond;
- We have defined Boolean lattices as those distributive lattices all of whose elements have the complement;
- Finally, we have defined Heyting lattices as those distributive lattices possessing the implication for each pair of their elements.
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Our first task is to develop representation of finite distributive lattices. This was first done by Garrett Birkhoff in the 1930ies.

Our main tool will be the join-prime elements of the lattice.
Let $L$ be a lattice. We call an element $j \neq 0$ of $L$ join-prime if $j \leqslant a \vee b$ implies $j \leqslant a$ or $j \leqslant b$ for all $a, b \in L$. Let $\mathfrak{J}(L)$ denote the set of join-prime elements of $L$.

Dually, we call an element $m \neq 1$ of $L$ meet-prime if $a \wedge b \leqslant m$ implies $a \leqslant m$ or $b \leqslant m$ for all $a, b \in L$. Let $\mathfrak{M}(L)$ denote the set of meet-prime elements of $L$.
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In the lattice $\mathscr{U}(P)$ of upsets of a poset $P$, the upsets

$$
\uparrow p:=\{x \in P: x \geqslant p\} .
$$

are join-prime elements for any $p \in P$.

Similarly, in the lattice $\mathscr{D}(P)$ of downsets of $P$, the downsets

$$
\downarrow p=\{x \in P: x \leqslant p\}
$$

are join-prime for all $p \in P$.
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## Examples

Example:

$\mathfrak{M}(L)=\{a, d, e, f, 0\}$.
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The key fact for establishing duality between finite distributive lattices and finite posets is the following
Theorem: If $L$ is a finite distributive lattice, then each element $a \neq 0$ of $L$ is the join of the join-prime elements of $L$ underneath $a$; that is,
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Remark: Note that all we used in the proof is that there are no infinite descending chains in $L$.
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Conversely, with each finite poset $(P, \leqslant)$ we associate the distributive lattice $P^{*}=\mathscr{U}(P)$ of upsets of $P$.

So we have

$$
L \mapsto L_{*} \mapsto L_{*}^{*}
$$

and

$$
P \mapsto P^{*} \mapsto P_{*}^{*}
$$
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thus $\phi$ is a lattice homomorphism.
To see that $\phi$ is onto, let $U$ be an upset of $L_{*}$. Let $a=\bigvee U$. It is easy to see that $U \subseteq \phi(a)$. Moreover it follows from the defining property of prime elements that $\phi(a) \subseteq U$. Therefore $\phi(a)=U$, and so $\phi$ is onto.
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These theorems put together give us the Birkhoff duality between finite distributive lattices and finite posets.
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It is our goal to extend the Birkhoff duality to all distributive lattices.
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Thus this lattice does not have any join-prime elements.
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To introduce prime filters and prime ideals, we first need to give a brief account of filters and ideals of a lattice.
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In a finite lattice, the converse is also true; that is, every filter (ideal) is principal.

But there are infinite lattices, where not every filter (ideal) is principal.

Example: In $[0,1]$ we have $\left(\frac{1}{2}, 1\right]$ is a non-principal filter and
$\left[0, \frac{1}{2}\right)$ is a non-principal ideal.
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Theorem: In a finite lattice the map $a \mapsto \uparrow a$ establishes order-isomorphism between the posets $(\mathfrak{J}(L), \geqslant)$ and $(\mathscr{X}(L), \subseteq)$.

Similarly, the map $a \mapsto \downarrow a$ establishes order-isomorphism between the posets $(\mathfrak{M}(L), \leqslant)$ and $(\mathscr{Y}(L), \subseteq)$.

Consequently, if $L$ is a finite lattice, then there is an order-isomorphism between the posets $(\mathfrak{J}(L), \leqslant)$ and $(\mathfrak{M}(L), \leqslant)$.
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As we already saw, in the infinite case we may not have enough join-prime elements. In fact, we may have none! To give a representation of infinite latices, we will work with prime filters instead.

Let $L$ be a distributive lattice. We may as well assume that $L$ is bounded. (If not, we can always adjoin new top and bottom to L.)

We define $\phi: L \rightarrow \mathscr{P}(\mathscr{X}(L))$ by

$$
\phi(a)=\{x \in \mathscr{X}(L) \mid a \in x\}
$$
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Furthermore, $x \in \phi(a \vee b)$ iff $a \vee b \in x$.

Since $x$ is prime, this is equivalent to $a \in x$ or $b \in x$
which is equivalent to $x \in \phi(a)$ or $x \in \phi(b)$
which happens iff $x \in \phi(a) \cup \phi(b)$.
Thus $\phi(a \vee b)=\phi(a) \cup \phi(b)$.

Remark: Note that $\phi(a \vee b)=\phi(a) \cup \phi(b)$ is the only place in the lemma where we require our filters to be prime!
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Lemma: $\phi(a) \in \mathscr{U}(\mathscr{X}(L))$ for each $a \in L$.
Proof: Let $x \in \phi(a)$ and $x \subseteq y$. Then $a \in x$, and as $x \subseteq y$, we obtain $a \in y$. Therefore $y \in \phi(a)$, and so $\phi(a) \in \mathscr{U}(\mathscr{X}(L))$.

Therefore, $\phi$ is a lattice homomorphism from $L$ into $\mathscr{U}(\mathscr{X}(L))$.
Our main concern is whether $\phi$ is 1-1. Luckily it is. But it requires an important lemma about the behavior of prime filters, known as the Stone lemma. We will only state it and skip the proof.
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## Representation of distributive lattices

However, $L$ may not be isomorphic to $\mathscr{U}(\mathscr{X}(L))$.

## Representation of distributive lattices

However, $L$ may not be isomorphic to $\mathscr{U}(\mathscr{X}(L))$. Indeed, $\mathscr{U}(\mathscr{X}(L))$ is always a complete lattice.

## Representation of distributive lattices

However, $L$ may not be isomorphic to $\mathscr{U}(\mathscr{X}(L))$. Indeed, $\mathscr{U}(\mathscr{X}(L))$ is always a complete lattice. Therefore if $L$ is not complete, then $L$ can not be isomorphic to $\mathscr{U}(\mathscr{X}(L))$.

## Representation of distributive lattices

However, $L$ may not be isomorphic to $\mathscr{U}(\mathscr{X}(L))$. Indeed, $\mathscr{U}(\mathscr{X}(L))$ is always a complete lattice. Therefore if $L$ is not complete, then $L$ can not be isomorphic to $\mathscr{U}(\mathscr{X}(L))$.

Is there any way to single the $\phi$-image of $L$ out of $\mathscr{U}(\mathscr{X}(L))$ ?

## Representation of distributive lattices

However, $L$ may not be isomorphic to $\mathscr{U}(\mathscr{X}(L))$. Indeed, $\mathscr{U}(\mathscr{X}(L))$ is always a complete lattice. Therefore if $L$ is not complete, then $L$ can not be isomorphic to $\mathscr{U}(\mathscr{X}(L))$.

Is there any way to single the $\phi$-image of $L$ out of $\mathscr{U}(\mathscr{X}(L))$ ? The answer is YES

## Representation of distributive lattices

However, $L$ may not be isomorphic to $\mathscr{U}(\mathscr{X}(L))$. Indeed, $\mathscr{U}(\mathscr{X}(L))$ is always a complete lattice. Therefore if $L$ is not complete, then $L$ can not be isomorphic to $\mathscr{U}(\mathscr{X}(L))$.

Is there any way to single the $\phi$-image of $L$ out of $\mathscr{U}(\mathscr{X}(L))$ ? The answer is YES but it involves the notion of topology-one of the fundamental notions in mathematics!
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However, $L$ may not be isomorphic to $\mathscr{U}(\mathscr{X}(L))$. Indeed, $\mathscr{U}(\mathscr{X}(L))$ is always a complete lattice. Therefore if $L$ is not complete, then $L$ can not be isomorphic to $\mathscr{U}(\mathscr{X}(L))$.

Is there any way to single the $\phi$-image of $L$ out of $\mathscr{U}(\mathscr{X}(L))$ ? The answer is YES but it involves the notion of topology-one of the fundamental notions in mathematics!

We will outline the basic notions of topology needed for our purposes in the next lecture.

